The economic value of personalized medicine tests: what we know and what we need to know
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Purpose: There is uncertainty about when personalized medicine tests provide economic value. We assessed evidence on the economic value of personalized medicine tests and gaps in the evidence base.

Methods: We created a unique evidence base by linking data on published cost–utility analyses from the Tufts Cost-Effectiveness Analysis Registry with data measuring test characteristics and reflecting where value analyses may be most needed: (i) tests currently available or in advanced development, (ii) tests for drugs with Food and Drug Administration labels with genetic information, (iii) tests with demonstrated or likely clinical utility, (iv) tests for conditions with high mortality, and (v) tests for conditions with high expenditures.

Results: We identified 59 cost–utility analyses studies that examined personalized medicine tests (1998–2011). A majority (72%) of the cost/quality-adjusted life year ratios indicate that testing provides better health although at higher cost, with almost half of the ratios falling below $50,000 per quality-adjusted life year gained. One-fifth of the results indicate that tests may save money.

Conclusion: Many personalized medicine tests have been found to be relatively cost-effective, although fewer have been found to be cost saving, and many available or emerging medicine tests have not been evaluated. More evidence on value will be needed to inform decision making and assessment of genomic priorities.
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INTRODUCTION

Personalized medicine is increasingly being developed and used in clinical care, and thus the need to assess its value is inescapable. There is much debate and uncertainty on which personalized medicine tests provide economic value and how to balance the need for innovative new technologies with affordability. A recent editorial in the Journal of the American Medical Association noted that genomics has the potential to “bend the cost curve” by ensuring that the most effective treatment is used in the most appropriate patients—but that it is “too soon to know the extent of this potential benefit.” Decision makers and stakeholders need information on which tests provide relatively higher value in order to make appropriate decisions about where to invest efforts in development and adoption. These issues have recently emerged to the fore; for example, the National Institutes of Health has made the determination of genomic priorities and clinical actionability of genetic variants a high priority in a $14 million Funding Opportunity Announcement.

Our study adds to the existing literature by using data from a systematic registry of CEAs and linking these studies to published data sources that enable us to examine test characteristics and gaps in the evidence base. We used the most comprehensive and recent source of CEAs available—the Tufts Cost-Effectiveness Analysis Registry (CEAR). Because this registry compiles extensive data on each study using a systematic process and trained reviewers, it provides more valid and reproducible results than doing identifying and coding studies de novo. This registry, established in 1976, has been used as a data source for almost 50 publications, including those in high-profile journals such as the
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Materials and Methods

Overview
No comprehensive data source includes all personalized medicine tests, all economic analyses of such tests, or both CERAs and test characteristics (Box 1). Therefore, we created a unique evidence base by linking multiple, best available published sources (Supplementary Data online). We chose measures based on our conceptual framework, which posits that analyses are needed of the personalized medicine tests that are available or soon to be available (i.e., clinically available or in advanced development; with demonstrated or potential clinical utility; where US Food and Drug Administration (FDA) drug labels include genetic information), and for conditions with high health burden (i.e., conditions with high mortality or health expenditures). There are few published sources of information on actual use of tests, and thus we could only assess whether tests were available for clinical use.

Figure 1 summarizes how we selected studies from the Tufts CEAR and linked these to five data sources measuring test characteristics and where value analyses may be most needed (details below).

Box 1: Definitions

- Personalized medicine tests use genetic and molecular information to determine predisposition to a particular health condition or to confirm a diagnosis of genetic disease, which may include testing for germline mutations, somatic mutations, and so on.
- Cost–utility analysis is a specific type of cost-effectiveness analysis that uses quality-adjusted life years (QALYs). We use the term “cost–utility” when referring to specific studies and “cost-effectiveness” when referring to the general concept.

Data Sources
The CEAR is a comprehensive database abstracting and aggregating information on over 3,000 original, English-language, health-related CERAs published between 1976 and 2011 and indexed in PubMed (Supplementary Data online). CEAR data were used to assess the characteristics of published CERAs and then were linked to other data sources and measures to assess the availability of evidence on the cost-effectiveness of personalized medicine tests and gaps in the evidence base.

Tests Available for Clinical Use or in Advanced Development
We identified tests that are clinically available or in advanced development from the Centers for Disease Control and Prevention’s (CDC) GAPP Finder website, a continuously updated, searchable database of genetic tests. We matched CERAs based on GAPP Finder information on disease, test, target population, trade name, and intended use.

Tests with FDA Labels with Genetic Information
We identified tests for which there is an FDA label with genetic information from the FDA’s ongoing list of pharmacogenomic markers in drug labels. We matched CERAs with the labels if the CUA examined both the biomarker and the drug listed on the label.

Tests with Demonstrated or Likely Clinical Utility
We identified tests with “demonstrated” or “likely” clinical utility using the categories developed by the CDC. Tests with “demonstrated” clinical utility are those recommended by evidence-based panels. Tests with “likely” clinical utility have demonstrated analytic and clinical validity and hold promise for clinical utility, but evidence-based panels have not examined their use or have found insufficient evidence for their use. Note that several tests in the latter category are already in widespread use, e.g., gene expression–profiling tests for breast cancer. We matched CERAs based on information from the CDC website on test/application and scenario.

Tests Examining Conditions with High Mortality or Expenditures
We used two measures of health burden, similar to other such studies. We matched CERAs to measures of health burden using the condition name. We used PubMed to identify any conditions with high health burden that have relatively few genetic causes and excluded those from our analyses.

- Top causes of mortality (United States). From among the top 10 causes of mortality reported in the most recent National Vital Statistics reports, we used the top eight: heart disease; malignant neoplasms; chronic lower respiratory diseases; cerebrovascular diseases; Alzheimer disease; diabetes mellitus; nephritis, nephrotic syndrome, and nephrosis; and influenza and pneumonia. We excluded accidents and suicides as being generally unrelated to genetics.
- High-expenditure conditions (United States). From among the top 10 highest-expenditure conditions reported in the most recent Agency for Healthcare Research and Quality report, we used the top eight: heart conditions; cancer;
mental disorders; chronic obstructive pulmonary disease/asthma; osteoarthritis and other joint disorders; hypertension; diabetes mellitus; and hyperlipidemia. We excluded trauma and back problems as generally being unrelated to genetics.

**Study selection**
A challenge to conducting reviews of personalized medicine tests is that there is no single search term, and previous reviews have used a variety of terms; for example, PubMed did not create the medical subject heading term for “individualized medicine” until 2010. Thus, we used a wide range and number of terms based on input from a reference librarian, expert opinion, the FDA list of biomarkers included in pharmaceutical labeling, and study abstracts. We selected CUAs for inclusion by searching the CEAR using 83 terms, including general terms (e.g., “personalized medicine”) and specific markers (e.g., BRCA for the breast cancer susceptibility gene; Supplementary Data online). We excluded studies that did not examine personalized medicine testing or newborn screening, studies of family history without reference to genetic testing, and studies of other biomarkers such as cholesterol. We validated the completeness of our search terms by comparing our results with those of previous reviews of CUAs of personalized medicine and by comparing with PubMed medical subject heading and keyword searches.

To assess variation in these studies, we further analyzed whether the CUAs examined somatic (acquired) mutations—such as cancer, HIV-induced mutations, and germline (inherited) mutations (such as those in BRCA)—in addition to assessing the methodological quality of the CUAs as assigned by trained CEAR reviewers (1: lowest quality; 7: highest quality; see Supplementary Data online). We also compared the CUAs of personalized medicine tests with CUAs of pharmaceuticals. We chose pharmaceuticals for comparison because these interventions are closely related to personalized medicine tests and because there are a large number of studies for analysis.

Two authors independently coded studies and resolved inconsistencies in conjunction with a third author. We used study titles, disease categories, and abstracts to code studies. The unit of analysis was the CUA study. Because CUAs may report multiple ratios, we calculated weighted QALYs to summarize the cost and utility of each study using a previously described method (Supplementary Data online). We used Microsoft Excel (Microsoft, Redmond, WA) for descriptive analyses and Stata version 12 (Stata, College Station, TX) for weighted analyses.

**RESULTS**
We identified 59 CUAs that specifically analyzed the use of personalized medicine testing (n = 59; Supplementary Data online). The earliest study was published in 1995, and there has been an increase in studies over time, with 10 published in 2011. There is wide variation in the tests examined in the CUAs, with the most common being gene expression–profiling tests for breast cancer (n = 7). The most commonly examined conditions are cancer (particularly breast cancer, n = 14) and infectious diseases (particularly HIV/AIDS (n = 6)). About one-third (39%) of studies examined tests for somatic mutations versus germline mutations. Average scores for methodological quality were 4.5 (scale of 1: lowest to 7: highest). About 20% of studies were funded by industry (n = 11).

**Distribution of cost–utility ratios**
A majority (72%) of the cost/QALY ratios indicate that personalized medicine tests provide better health, although at higher cost, with almost half of ratios falling under $50,000 per QALY gained, a commonly used threshold, and 80% falling under $100,000 per QALY gained (Figure 2). Twenty percent of the results indicate that tests are cost saving (n = 22) and 8% of the results that tests may cost more without providing better health (n = 17).

There are vastly more CUAs of pharmaceuticals (n = 1,385) than CUAs of personalized medicine tests (n = 59). Although the number of CUAs of personalized medicine tests are increasing over time, in 2011 there were still far more published CUAs of pharmaceuticals (n = 148) than of personalized medicine tests (n = 10). The distribution of cost/QALY ratios for somatic versus germline mutations and for personalized medicine tests versus pharmaceuticals was similar (P = 0.18 and P = 0.96, respectively, weighted x² analyses). Average quality scores (4.5) were similar to quality scores for pharmaceutical CUAs (4.5) and in a previous study of the quality of studies included in the complete Tufts Registry (4.31).

**Gap analyses**
All of the tests defined by the CDC as having demonstrated clinical utility have associated cost–utility data (Figure 3). However, only about one-quarter of currently available tests and one-fifth of tests with likely clinical utility have associated cost–utility data. Only about one-tenth of drugs with FDA labels including genetic information and one-tenth of tests in advanced development have associated cost–utility data. About two out of three conditions with high mortality or with high expenditures have associated cost–utility data. Of the eight
highest mortality conditions in the United States, three have no CUAs of associated tests (cerebrovascular diseases, Alzheimer disease, and influenza). Of the eight highest expenditure conditions, another three have no CUAs of associated tests (hypertension, hyperlipidemia, and osteoarthritis). There are several personalized medicine tests currently available for these conditions, e.g., testing for risk of stroke, Alzheimer disease, hypertension, familial hypercholesterolemia, and osteoarthritis.

**DISCUSSION**

We found that relatively few personalized medicine tests have been formally evaluated for their cost-effectiveness. Many tests currently available and many emerging tests have not been evaluated, and there is a lack of CUAs of tests for several conditions with high health burden. We found that a majority of the cost–utility ratios reported indicate that personalized medicine tests provide better health at higher cost, although there are relatively few studies demonstrating cost savings. It is often stated that personalized medicine saves money, and some have argued that personalized medicine must save money in order to be adopted; however, setting such a high bar is inconsistent with evaluation of other interventions. For example, a previous analysis of the Tufts CEAR, published in the New England Journal of Medicine, noted that relatively few preventive interventions actually save money.

Our study adds to the previous literature by providing updated data and by explicitly examining gaps. In 2004, in one of the earliest reviews, our research group identified only 11 economic valuation studies, and this number included other forms of economic evaluation including CUAs. Other reviews have been conducted since that time, although these studies did not explicitly examine gaps. In addition, in the current study, we used an established and validated registry of CUA studies.

We focused only on CUAs, which is the most recommended method according to widely adopted guidelines because it incorporates quality-of-life measure and enables standardized comparisons across studies. Our preliminary analyses examining studies using cost per year of life saved (not quality adjusted) as the outcome suggest that our primary results would not be substantially different if we had also included these analyses; however, our inability to include CEAs means that our results are not representative of the “universe” of economic analyses of personalized medicine tests. We recognize that cost-effectiveness methods have limitations and that future analyses may have different results as the technologies evolve and mature. Future research should also consider examining other approaches to measuring values, which have not to date been used widely to examine personalized medicine, such as budget-impact analysis, value-of-information analysis, stated choice, and willingness-to-pay methods.

Our study is constrained by the limitations of existing data sources. Because there is no comprehensive data source that includes all personalized medicine tests, we linked existing data sources that may each have limitations such as incomplete data. Moreover, no available registry includes all types of economic analyses and testing characteristics, and it would be infeasible to create such a registry ourselves due to the extensive resources required to identify and code studies. Although we used a validated registry and carefully defined inclusion and exclusion criteria, we may have missed some studies, and we cannot address possible publication bias. Finally, we recognize that many factors contribute to cost-effectiveness results, including how studies were conducted, the comparisons made, and whether appropriate utility weights were available. The primary purpose of our study was to provide an overall, descriptive review, and thus we conducted a structured review using systematic methods, but we did not pool the results or conduct a meta-analysis to formally assess heterogeneity. Future studies should examine reasons for differences in cost-effectiveness and the impact of heterogeneity.

**Policy implications**

One reason why there are relatively few assessments of economic value is that many tests do not have widely accepted evidence of clinical utility—an impact on medical and nonmedical outcomes—and thus it is challenging to conduct definitive CEAs (Box 2). The issues surrounding the definition and measurement of clinical utility are major areas of debate not only for personalized medicine tests and cost-effectiveness but also...
for other new diagnostics. There are many different approaches to defining and evaluating clinical utility,\textsuperscript{27} and there is debate over the extent to which there must be demonstrated changes in patient outcomes from multiple randomized clinical trials to establish clinical utility. A National Human Genome Research Institute–sponsored colloquium of leaders in genomic medicine recently noted that, although evidence on utility is needed, the pace of innovation will soon “force clinicians and institutions to deal with genomic information for which evidence may be quite limited….evidentiary thresholds may thus need to be aligned with the intended use of the information, as the impact of genotype driven care on morbidity and mortality cannot be tested for every variant.”\textsuperscript{28} There are many examples of the complexities of determining clinical utility and cost-effectiveness, e.g., our previous work described the lag in coverage for gene expression profiling for breast cancer (OncotypeDx).\textsuperscript{29}

One reason that clinical utility is not established before adoption is that there are no requirements for such evidence prior to FDA approval, certification by Clinical Laboratory Improvement Amendments of 1988, or coverage decisions by the Center for Medicare and Medicaid Services. Similarly, there are no requirements for assessment of economic value. To illustrate, our previous work has shown that the Medicare program has long struggled with whether and how to consider economic value in coverage decisions\textsuperscript{30} and that the program appears to cover a number of interventions that do not appear to be cost-effective.\textsuperscript{31}

The catch-22 of value analyses, however, is that they are typically not conducted and published until after there is sufficient evidence of clinical utility, but by that time, the intervention is often already in widespread use and covered by payers, or conversely has been rejected even though it may provide reasonable value.\textsuperscript{32} Models of “what if” scenarios could be used to assess what interventions are most promising in terms of value and what data inputs and assumptions will drive the value—and thus direct research efforts. The Evaluation of Genomic Applications in Practice and Prevention initiative now uses “what if” scenario analysis to assess the likelihood that a test will provide sufficient clinical utility, allowing researchers to prioritize the tests that are reviewed and thus produce reviews more quickly.\textsuperscript{33} There are many examples of early CEAs informing adoption and coverage policies, including Medicare coverage decisions.\textsuperscript{34}

Future research on appropriate methods for early evaluation is needed to facilitate the evaluation of interventions more rapidly so that information can be available prior to adoption. This issue is relevant not just for economic value but also for assessments of overall clinical utility. As noted in our study results, very few tests have demonstrated clinical utility as defined by the CDC, yet many tests without this evidence are in widespread use and many prescription drug labels contain pharmacogenomics information—but this has not translated into use of tests in clinical care. The current emphasis on comparative effectiveness studies through the Patient-Centered Outcomes Research Institute could facilitate development of evidence for more rapid decision making,\textsuperscript{35} although in our opinion it is unfortunate that the institute’s mandate does not include CEA or other economic measures of value or affordability.

We recognize that some observers may be skeptical about the use of cost-effectiveness as a metric because of fears that its application will stifle innovation and lead to denials in access to care. We acknowledge that value as measured by dollars should not be used in isolation and that balancing all of the factors in adoption decisions is critical. However, it is unrealistic to deny that decisions on whether to adopt new technologies should be divorced from evidence on the value and affordability of those innovations. These issues are accelerating for personalized medicine tests as new technologies such as whole-genome sequencing become more available. Thus, our research group is developing approaches to assessing the value of these new technologies given the complexities they raise, such as the results they may provide on conditions that are not treatable (http://pharmacy.ucsf.edu/news/2013/03/11/1/).\textsuperscript{36} Our work has shown that stakeholders, such as health payers, want a broad range of information on new technologies in order to promote informed coverage decisions.\textsuperscript{37}

In particular, there is a need for approaches that take into account clinical and economic uncertainty to prioritize where economic evaluations are most needed, in addition to addressing coverage and policy concerns. There should be continued efforts to develop comprehensive databases of personalized medicine tests that include economic information. The National Institutes of Health has created the Genetic Testing Registry, but test submissions are voluntary, and the registry does not include any information on value or cost-effectiveness. As we move into an era of “big data,” it will be increasingly feasible to link data sets and information so that they can be better used to assess value, and the NIH Genetic Testing Registry could be expanded to include measures of affordability and cost. In addition, future research is urgently needed to assess genomic priorities overall so that the variants that are “actionable” for clinical care can be determined, and, as noted previously, the National Institutes of Health is now seeking to fund such an effort. An article in Science\textsuperscript{38} noted that setting genomic priorities should consider public health implications. We similarly assert that public health implications must be

**BOX 2: SUMMARY OF POLICY IMPLICATIONS**

- Information on clinical utility, economic value, affordability, and public health implications is essential for appropriately assessing new technologies.
- Methods are needed to prioritize and conduct early and rapid assessments of clinical utility and economic value, before widespread adoption of new technologies.
- It is critical to consider the true value of diagnostics and not impede the need for innovation because of the need to consider economic value.
- Balancing innovation and affordability is a shared responsibility.
considered in any societal assessment of genomic priorities and that these implications must include economic value and affordability—otherwise efforts to determine clinical actionability will be inadequate.

Currently, no one organization can or should be responsible for considering and determining the economic value of personalized medicine tests and other technologies. The responsibility for balancing benefits and costs has to be shared among patients, providers, industry, payers, professional organizations, and guideline groups. Although the assessment of cost-effectiveness is still often “verboten” because it is equated with “rationing,” a New England Journal of Medicine editorial noted that change is under way: “quietly, Washington policymakers have begun to concede the need to weigh health care’s benefits against its costs if our country is to avert fiscal disaster.”

For example, the Choosing Wisely campaign by the American Board of Internal Medicine Foundation has enlisted 17 medical societies in an effort to provide higher-quality care that acknowledges our society’s finite health-care resources. There is still room for improvement; a recent review found that slightly more than half of the largest US physician societies explicitly consider costs in their clinical guidance documents; however, many societies ignore costs or remain vague in their approach for considering cost or cost-effectiveness (S. Pearson, personal communication).

It is critical, however, to carefully consider the true value of diagnostics and not impede the need for innovation because of the need to consider economic value. As noted in a recent editorial by Gottlieb and Makower—Gottlieb has held senior roles in the federal government including deputy commissioner of the FDA—it is important to consider and measure the downstream benefits of innovative new technologies and not just consider the up-front costs of diagnostics but rather their impact on the entire care episode.

In conclusion, the value of personalized medicine has been hotly debated—and continues to be debated—as stakeholders struggle to balance the need for innovative technologies with the need to provide high-value care. Our research highlights gaps in what is known about the value of personalized medicine tests—information that can be used to inform research priorities, clinical care, industry investment, and coverage and policy decisions.

SUPPLEMENTARY MATERIAL
Supplementary material is linked to the online version of the paper at http://www.nature.com/gim
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